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Common Among Us

• Diabetes Education and 
Counseling 

• Very basically:

• Teach correct principles, 
answer questions, 
inspire change 
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Generative AI 

• A form of artificial intelligence 
that generates novel text, 
videos, sound, etc based off 
instructions called prompts. 
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What is OpenAI and ChatGPT?  

• OpenAI is the company who developed the ChatGPT interface 

• ChatGPT = Answer-Response Interface for GPT(4)



Prompt

Response

Prompt

Large 

Language 

Model (LLM)

Interface Artificial Intelligence  

Adapted from: Introduction to chatgpt: Learn to use CHATGPT course. DataCamp. (n.d.). Retrieved April 17, 2023, from https://www.datacamp.com/courses/introduction-to-chatgpt 
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Large Language Model – Simplified 

Training 

• Dataset = “Word Wall” 

• Algorithms detect patterns 
within the “Word Wall” 

• Fine-Tuned with Reinforcement 
Learning from Human Feedback 
(RLHF)

Calcium Is The Most Abundant

Cation Found In The Human

Body And Plays An Integral

Role In Neural Transmission, enzyme

Adapted from: Introduction to chatgpt: Learn to use CHATGPT course. DataCamp. (n.d.). Retrieved April 17, 2023, from https://www.datacamp.com/courses/introduction-to-chatgpt 
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What makes the Algorithm and Detection so 
Special?

Transformer + Attention Mechanism  

Let’s compare: “Old-School” Natural Language Processing vs. 

Transformer



Algorithm and Detection 

Old School NLP Transformer + Attention Mechanism 
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Algorithm and Detection 

Old School NLP Transformer + Attention Mechanism 

Calcium is the most abundant

cation found in the human

body and plays an integral

role in neural transmission, enzyme

Self-attention or multi-

head attention



Large Language Model – Simplified 

Training 

• Dataset = “Word Wall” 

• Algorithms detect patterns 
within the “Word Wall” 

• Fine-Tuned with Reinforcement 
Learning from Human Feedback 
(RLHF)

Calcium Is The Most Abundant

Cation Found In The Human

Body And Plays An Integral

Role In Neural Transmission, enzyme



Reinforcement Learning with Human 
Feedback Conceptualized 

Image from: Kohs, G. (Director). (2020). AlphaGo - The Movie [Film]. AlphaGo - The Movie | Full award-

winning documentary - YouTube

https://www.youtube.com/watch?v=WXuK6gekU1Y&t=5232s
https://www.youtube.com/watch?v=WXuK6gekU1Y&t=5232s


The Real Training 



Take a look





ChatGPT (GPT4) – What can it do? 

Strengths :  

• Summarize text

• Explain concepts 

• Remembering conversation history 

• Brainstorming / creating ideas

• Code/debug code

Limitations: 

• Knowledge limit 
• GPT4 = early 2022

• Biases in dataset 

• Loss of context tracking 

• Hallucination 

• Legal and Ethical uncertainties 

• Cannot ask for clarifying data (LLM 
to user) 

• For more see: Introducing ChatGPT 
(openai.com)
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Prompt 
Engineering

Thoughtful responses are based on 

thoughtful prompts 
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Prompt Engineering – How ChatGPT 
interprets prompts 

Step 1: What are the broad 
topics of the prompt? 

Step 2: What is being 
requested? 

Step 3: Generate a 
response



Best practices prompts 

Essential practices 

• Give all the needed context

• Clear and specific

• Keep it concise (extra words 
distract it) 

• Use correct grammar and 
spelling 

Super-power prompts practices

• Give examples 

• Give it an identity 

• Set restrictions to responses 

• Only ask for something you 
could do, given enough time 



Best practices prompts 

Essential practices

• Give all the needed context

• Clear and specific

• Keep it concise (extra words 
distract it) 

• Use correct grammar and 
spelling 

Super-power prompts practices

• Give examples 

• Give it an identity 

• Set restrictions to responses 

• Only ask for something you 
could do given enough time

• Have it generate prompts for 
other prompts  



Technical Prompting Techniques 

Zero Shot Prompting 

• Machine Learning Principle

• Relies on the models baseline 
knowledge without providing 
any new training

• “When is Christmas celebrated 
in America?” 

• This is using the base training of 
the model

Few Shot Prompting 

• Machine Learning Principle

• Based off additional training 
data provided to the model

• “What is my favorite cooking 
spice?”

• Provide several examples of foods 
I think taste good 

Carnes, Beau. Kubow, Ania. “Learn Prompt Engineering – Full Course.” freeCodeCamp.Org, 
freeCodeCamp.org, www.freecodecamp.org/news/learn-prompt-engineering-full-course/.
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Implementation 

Adapted from: Introduction to chatgpt: Learn to use CHATGPT course. DataCamp. (n.d.). Retrieved April 17, 2023, from https://www.datacamp.com/courses/introduction-to-chatgpt 



Understanding implementation can help you 
understand pitfall



Pitfalls

• “Hallucination” 

• Authoritative confabulation 

• PHI

• Without private mode, OpenAI can see 
everything 

• Lack of subject matter expertise

• Unable to verify validity of output  

• No editing, using output as is

• Bias

• Data set is trained on things as they are 
done, not how they should be done
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Research 
Questions

-Can ChatGPT produce usable information for lab follow-up 
letters? 

-Does “prompt structure” change the output? 

 1) Readable 

 2) Medically accurate

 3) Quality 

 3) Physician Satisfaction



Methods 
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1) Is the information 

medically accurate? 

2)  What is the quality 

of this response? 

3) How satisfied 

would you be 

sending this 

response to your 

patients? 

4) What is the reading 

level of response 

(Flesch-Kinkaid 

Calculator) 

(N = 240)

Follow-up 

instructions for 

nurse to 

communicate 

with the patient 

EHR

Physician

“Write a patient educational letter at a 5th-grade reading level 

that addresses the following doctor's response to a recently 

resulted lab or image result: [text]”

“Write a patient educational letter that addresses the following 

doctor's response to a recently resulted lab or image result: [text]”

“Write a patient educational letter with patient-friendly 

explanations that addresses the following doctor's response to a 

recently resulted lab or image result: [text]”

“Write a patient educational letter with patient-friendly 

explanations at a 5th grade reading level that addresses the 

following doctor's response to a recently resulted lab or image 

result: [text]”

Output 2

Output 1

Output 3

Output 4

Prompt Structures 

“TEXT”

Nurse Patient

(N = 70)

https://www.bing.com/ck/a?!&&p=2452b8c0e9608557JmltdHM9MTY4ODk0NzIwMCZpZ3VpZD0xMjNiNDc3ZS02NDcyLTYxMjAtMDI3MC01Njk4NjUxODYwMDcmaW5zaWQ9NTYyNA&ptn=3&hsh=3&fclid=123b477e-6472-6120-0270-569865186007&u=a1L2ltYWdlcy9zZWFyY2g_cT1jaGF0Z3B0IGxvZ28mRk9STT1JUUZSQkEmaWQ9QTBBNDQ4RTAxN0Q0OEJBQzY2MTc3RUEyMDBBNEY5RTQ0QUM1NkEwNg&ntb=1
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Results

5-point Likert Scale 
1 = Completely negative
2= Negative  
3 = Neutral 
4 = Positive
5= Completely positive 



Accuracy 

• Prompt: 

• “Write a patient educational letter that 

addresses the following doctor's response to a 

recently resulted lab or image result: [text]”

• “Write a patient educational letter at a 5th-

grade reading level that addresses the 

following doctor's response to a recently 

resulted lab or image result: [text]”

• “Write a patient educational letter with 
patient-friendly explanations that addresses 
the following doctor's response to a recently 
resulted lab or image result: [text]”

• “Write a patient educational letter with 

patient-friendly explanations at a 5th grade 

reading level that addresses the following 

doctor's response to a recently resulted lab or 

image result: [text]”



Quality

• Prompt: 

1. “Write a patient educational letter that addresses the following 

doctor's response to a recently resulted lab or image result: 

[text]”

2. “Write a patient educational letter at a 5th-grade reading level 

that addresses the following doctor's response to a recently 

resulted lab or image result: [text]”

3. “Write a patient educational letter with patient-friendly 
explanations that addresses the following doctor's response to 
a recently resulted lab or image result: [text]”

4. “Write a patient educational letter with patient-friendly 

explanations at a 5th grade reading level that addresses the 

following doctor's response to a recently resulted lab or image 

result: [text]”



Satisfaction 

• Prompt: 

1. “Write a patient educational letter that 

addresses the following doctor's response to a 

recently resulted lab or image result: [text]”

2. “Write a patient educational letter at a 5th-

grade reading level that addresses the 

following doctor's response to a recently 

resulted lab or image result: [text]”

3. “Write a patient educational letter with 
patient-friendly explanations that addresses 
the following doctor's response to a recently 
resulted lab or image result: [text]”

4. “Write a patient educational letter with 

patient-friendly explanations at a 5th grade 

reading level that addresses the following 

doctor's response to a recently resulted lab or 

image result: [text]”



Reading Level 

• Prompt: 

1. “Write a patient educational letter that addresses 
the following doctor's response to a recently 
resulted lab or image result: [text]”

2. “Write a patient educational letter at a 5th-grade 
reading level that addresses the following 
doctor's response to a recently resulted lab or 
image result: [text]”

3. “Write a patient educational letter with patient-
friendly explanations that addresses the following 
doctor's response to a recently resulted lab or 
image result: [text]”

4. “Write a patient educational letter with patient-
friendly explanations at a 5th grade reading level 
that addresses the following doctor's response to 
a recently resulted lab or image result: [text]”



Conclusions 

These findings show that ChatGPT (version 3.5) produces 

generally accurate patient lab follow-up letters. ChatGPT 

did however produce neutral-quality patient letters and 

physicians were only moderately satisfied with the letters 

generated. Furthermore, ChatGPT did not produce letters 

at a patient-oriented reading level.

Prompt structure may result in mild changes the output 

accuracy, quality, satisfaction and reading level. 

Accuracy = 

Quality = 

Satisfaction = 

Reading Level = 



Limitations 

Text used for ChatGPT 

was not written with 

“prompting” in mind. 

More focused 

writing could 

have significantly 

changed the 

output 

Prompt structures could be further 

optimized 

How does this compare to the nurse 

– patient phone call? 



Interpretation



Consider the 
Future



Moore's Law: The number of 
transistors on a microchip 
doubles about every two 
years, though the cost of 

computers is halved.



Moore’s Law, if true… 

Now 10 years (current undergraduates)



Common Among Us

• Diabetes Education and Counseling 

• Very basic

• Teach correct principles, 

• answer questions, 

• inspire change 
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• Medical Knowledge

Results: “A generative AI model provided 

the correct diagnosis in its differential in 

64% of challenging cases and as its top 

diagnosis in 39%”
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Answer Questions

• 311 individuals who work at a diabetes 
healthcare center determine if answers to 
common diabetes questions were generated 
by a human expert or ChatGPT 

• Results

• Participants could determine who answered the 
question 59.5% of the time

• Better than coin flip 

• Important: the ChatGPT had 2 incorrect 
answers (out of 10 answers total) 

Adam Hulman, Ole Lindgård Dollerup, Jesper Friis Mortensen, Matthew Fenech, Kasper Norman, Henrik Støvring, Troels Krarup Hansen

medRxiv 2023.02.13.23285745; doi: https://doi.org/10.1101/2023.02.13.23285745
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Inspire Change 

• Results:
• Chatbot responses were rated of significantly 

higher quality than physician responses (t = 13.3; 
P < .001)

• 3.6 times higher prevalence of good or 
very good quality responses for the chatbot 
(> Humans)

• Chatbot responses were also rated significantly 
more empathetic than physician responses (t = 
18.9; P < .001)

• The proportion of responses rated 
empathetic or very empathetic (≥4) was 
higher for chatbot than for physicians

Design: 
“a public and nonidentifiable database of questions from 

a public social media forum (Reddit's r/AskDocs) was 

used to randomly draw 195 exchanges from October 

2022 where a verified physician responded to a public 

question. Chatbot responses were generated by entering 

the original question” Ayers JW, Poliak A, Dredze M, et al. Comparing Physician and Artificial Intelligence 

Chatbot Responses to Patient Questions Posted to a Public Social Media Forum. JAMA 

Intern Med. 2023;183(6):589-596. doi:10.1001/jamainternmed.2023.1838
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Inspiring Change



Questions? 
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