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“High Performance Computing, Machine Learning,

and Big Data Analytics for Common Good”

High Performance Computing (HPC)

m HPC can be a bit hard to define...

» 1985, the first National Science Foundation (NSF) HPC partnership among
(i) the San Diego Supercomputer Center (SDSC) at the University of California San Diego,
(i) the Pittsburgh Supercomputer Center (PSC) at the University of Pittsburgh,
(iii) the Nat'l Center for Supercomputing Apps (NCSA) at the University of Illinois Champagne-Urbana,
(iv) the Cornell Theory Center (CTC) at Cornell University, and
(v) the John von Neumann Center (JNC) at Princeton University.

Machine Learning (ML)

m ML is aresult of advancements in Artificial Intelligence (Al)
» 1990s, ML (a subcategory of Al) to give machines the ability to learn

Big Data (BD) Analytics BD is huge ... 2.5 Quntilian Bytes (2.3 Trillion Gigabytes)

m Data analysis is rooted in statistics, pretty long history...
»1990s, data mining, a computational process to discover patterns in large datasets
»2010s, Big Data Analysis on the Cloud: Amazon Redshift and Google BigQuery

“High Performance Computing,” https://confluence.xsede.org/pages/viewpage.action?pageld=1677620

“Machine Learning,” https://www.education-ecosystem.com/guides/artificial-intelligence/machine-learning/history/

“A Brief History of Data Analysis,” https://www.flydata.com/blog/a-brief-history-of-data-analysis/ 3
“How Big is Big Data?,” https://www.sisense.com/blog/infographic-big-big-data/
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Introduction
About Myself (Asaduzzaman)
Computing Systems: Past, Present, and Future
High Performance Computing (HPC)
Hybrid HPC Systems and Parallel Computing/Programming
“Regrouping Data/Threads for Improving CPU-GPU Performance”
“A Communication-Aware Cache-Controller for HPC Systems”
Machine Learning (ML): Medical Image Processing
“Real-Time Image Processing for Breast Cancer Treatment”
Geospatial Big Data (BD) Analytics using HPC and ML
“Geospatial Cyberinfrastructure for Common Good”

Q/A: Discussion QUESTIONS? Any time, please!
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and Big Data Analytics for Common Good”

About Myself

m Name: A S MD Asaduzzaman, Abu Asaduzzaman (Zaman)
m Born: 1969, Bangladesh

m Current Affiliation: Wichita State University (WSU), USA

» Associate Professor of Computer Engineering, EECS Department
» Director of CAPPLab and Director of Computer Engineering Programs

m Scholarly Activities
» Grants: Kansas NSF, Nvidia, NetApp, WSU, ...
» Publications: Journal ~ 20, Conference Proceedings ~ 95, ...
» Reviews: NSF, IEEE journals and conferences, ...

» Presentations: Bangladesh, Canada, Japan, Sri Lanka, Thailand,
Turkey, and USA

“Computer Architecture and Parallel Programming Laboratory (CAPPLab),” https://www.wichita.edu/academics/engineering/eecs/faculty/ Abu/CAPPLab.php
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About Myself @
®)
m Dr. Asaduzzaman or Dr. Abu?
» Dr. Zaman (!)

m Education: PhD from?
» Florida Atlantic University, Boca Raton, Florida, USA

m Current Affiliation?
» Wichita State University (WSU), Wichita, Kansas, USA

WASHINGTON STATE We are 4
We are not WSU for wUNIVERSITY
A 4

=35 : WICHITA STATE
: UNIVERSITY



“High Performance Computing, Machine Learning,

and Big Data Analytics for Common Good”

Computing Systems: Past, Present, and Future

m Computing Systems:
» ... systems that do computations. ... computers? ...

» Computations (i.e., information processing) include phenomena ranging
from simple calculations to human thinking.

... simple/less computations to complex/more computations

Need more performance - high performance computing
Complex/dynamic computations - machine learning

More computations - big data analytics

Other issues: security, etc. (beyond the scope of this presentation)

>
>
>
>

\7
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Computing Systems: Past, Present, and Future
m Evolution of Computer Systems What do we see?

revolution in
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http://www.intel.com

“Evolution of products,” https://collaborativebriefresearch.wordpress.com/2011/01/31/evolution-of-products/
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Computing Systems: Past, Present, and Future
m Computer Systems: 1975-2009

- I Dual-core, Multicore Hybrid
The first computer, 1937 Single-core y
: started after 2004 High
- —r - . I " Performgnce
~m —— e - § I 05 Computing
- - - : =2 - [Y (HPC)
. (1985) Atari Amiga ' . (1995) Microsoft release (2001/present) ;
[.;-*—- ~" (]930) IBM - 1000 0S Amiga (]9?‘/‘?7) Apgle ﬁ Windows 95 (introduce ‘ ! B Apple release MAC ) S_yStem S,
- i 5120 0S ' DOS 1.0-1.34 s ?:‘S:( ())';I;r)n eyt internet explorer) ' 05X Windows 7 since
APL/BASIC (19g9) Commodo. ™Morkbench” GUI (1999,/2004) (2009 /present) 1985
(1975) IBM5100 0S re 64 0S Rom (1989) Apple Macintosh (1992) Microsoft release Apple release Windows release
APL/BASIC BASI( Ponqble Windows 3.1 Power Mac G4 Windows 7
Quantum
Computing,
/ / / ) since
before
(1977) Apple 11 0S (1983) Apple Lisa 0S (1991) Macintosh (1993/2009) Microsoft (2000) Microsoft
Woz integer Basic in Apple Lisa GUI PowerBook 0S Mac release Windows NT rcleuse Wlndows 1980
ROM First time using GUI 0S7.01-7.6.1 e
(1981) Apple Il (Graphical User Interface) (1992) Amiga 4000 -7 (1997) Apple release - (2006/present) Apple
- (SOShA?ka 4.05) (1986) I1BM PC XT 0S Amiga DOS 3.1 WI i MACOS 8 L$ release MacBook,
- o ] 286 05 PCDOS v4 Wf MacBook Pro
- ‘ L:' ‘ - g
. & -
N
—_— = Mac —

“Invention/evolution of the relay computer,” https://prezi.com/d_-cpssubzyx/inventionevolution-of-the-relay-computer/
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Computing Systems: Past, Present, and Future
m Timeline of Programming Languages

Year
1804
1946

1947
1956
1956
1959

1964

Name
Jacquard Loom
ENIAC Short Code

ARC Assembly
LISP (concept)
Fortran | ... IV
COBOL (concept)

BASIC

Contributor(s)
Joseph M. Jacquard

R. Clippinger, J. von
Neumann, A. Turing

Kathleen Booth

John McCarthy

J.W. Backus at IBM

The CODASYL Committee

J.G. Kemeny & T.E. Kurtz
at Dartmouth College

“Timeline of programming languages,” https://en.wikipedia.org/wiki/Timeline _of programming_languages

When started?

Predecessor(s)
None (unique language)
ENIAC coding system

ENIAC coding system
IPL
FORTRAN

FLOW-MATIC,
COMTRAN, FACT

FORTRAN II, JOSS

10
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Computing Systems: Past, Present, and Future
m Timeline of Programming Languages

Year
1970
1972
1972

1978
1980
1983
1989
1995

Name
Pascal
(K&R) C
Prolog / SQL

MATLAB (?)
Ada 80

C++

Python
Java

Contributor(s)

N. Wirth and K. Jensen
Dennis Ritchie

A. Colmerauer/ IBM

C. Moler, U. New Mexico
J. Ichbiah, C Honeywell B
Bjame Stroustrup

Guido van Rossum

J. Gosling, Sun Microsys

“Timeline of programming languages,” https://en.wikipedia.org/wiki/Timeline _of programming_languages

Python or Java?

Predecessor(s)
ALGOL 60, ALGOL W
B, BCPL, ALGOL, 68

2-level W-Grammar /
ALPHA, Quel (Ingres)

Fortran

Green

C with Classes
ABC, SETL

C, Simula 67, C++, Smalltalk, Ada
83, Objective-C, Mesa

11






High Performance Computing:

Thinking/Programming in Parallel

: i : L AL o
Matrix Multiplication |, 4’ | | -:“.U_]
m [C] =[A] [B] i

» 2 X 2 Matrix 3
> 8 (i.e., 2 *272) multiplications o
> 4 (i.e., 1*272) additions 1
» Real example: 2 lle
1 3|5 6(=|26 30 |
2 4‘ 7 8| |38 44 By 4
Ar1=1;A12=3 B11=5B12=6 o ) )
A;i= 2;A2:2= 4 B:i=?; B;:j: f 8,2 = 44,15, 2 Ay nfa 4
Ci1=1x5+3x7=5+21= 26
Ciz=1x6+3x8=6+ 24=30 € g = Ay 1By { % Ay oB

Co1=2%5+4x7=10+28=38
Coz=2%6+4x8=12+32=44

ok
1.2
1
3
et
.
-2
-2
-2
5
1.2



High Performance Computing:

Thinking/Programming in Parallel

Matrix Multiplication (+)
m[C] =[A] [B]
™ ™ ™
dp.0 Qo1 Qo2 bo.o Po1 bo 2 Co,0 Co,1 Co,2
d1pd8r11812 | * gT,O gm gu = | C10Cq11Cq0
a a a C C C
2,0 92 1 E,ZJ 2.0 M2 1 2,2{/, 20 %21 2’,2’{/a
Cop= dggbgpt+ag byotagabag coy=appby;+ag by +agaby; cpa=apgpbprtag;bytag;b;;
Cro= Arobgpt a;1byotaybap ¢y —ﬂ',ﬂfi'u,f_ﬂ¢,¢5¢,;_ﬂ;,ﬁb§,‘ €12~ Qrobgata; bt ag b,
C20=aaobpot azsbrot+ Ar2brp 21 =robortazsbyy+azsbyy co2=azpbos+azrbratazzbs;
» 3 x 3 Matrix

» How many multiplications and additions?
» 27 (1.e.,3* 32 1.e., 3*3) multiplications
» 18 (i.e.,2*3"21.e.,(3-1)* 3*2) additions

14



High Performance Computing:

Thinking/Programming in Parallel

Programming (Traditional C, Pthread/C, CUDA/C)
m Matrix Multiplication (in C)

vold matrixMMul ()
d
int 1, 7, k;
int caollector:
for (1=0; 1<matstr.x=x ; 1++) |
for (J=0;)<matstr.y;j++) |
tor (k=0; k<matstr.x; k++) {
collector += (matstr.b[i*matstr.x + k] * matstr.a
[matstr.v*k + 7]);
i
matatr.c[i1*matstr.x + 7] = collector;
collector = 0O;

'

i
VA% end matrixdMul */

15



High Performance Computing:

Thinking/Programming in Parallel

Programming (Traditional C, Pthread/C, CUDA/C)
m Matrix Multiplication (in Pthread/C)

int main (int argc, char *argv[])

1
.- vold *matrixMul {void *arg)
. i
pthread attr t attr; int i, 4, start, end, len ;
- int row, <ol;
pthread attr_ init{&attr); long offset;
pthread attr setdetachstate(&attr offset = (long)arg;

len = matatr.len;
gtart = offzet*len;

for{i=0; i<NUMTHRDS ; i++) end = start + len;
pthread create(&callThd[i], &t ___ (imstart; i<end : it4)
pthread attr destroy(&attr); /* | row = (i==07 0: i/matstr.x):
for{i=0;1<NUMTHRDSi++) col = (i==07 O: ifmatstr.y);
pthread join{callThd[i], &statt ~ t°r (3707 J=matstr.x; g++) {
— matstr.c[col*matstr.x + row] += (matstr.b[col*matstr.x +

pthread_mutex_destroy{&mutexsum);i] + watstr.a[matstr.y*] + row]);
!

pthread exit(NULL); o printf{"======'fID $d WORKING ON %d §d===========\n",
furn a_ {:Lr}'lt]larg, col, row); *F
e H
}f* end main *f pthread exit{ (void*) 0);

AY end *matrixMul */

Asaduzzaman, A., Sibai, F.N., and Elsayed, H.; “Performance and Power Comparisons of MPI vs Pthread Implementations on Multicore Systems,” in 2013 l 6
International Conference on Innovations in Information Technology (ITT’13), Al Ain, UAE, Mar. 17-19, 2013.



High Performance Computing:

Thinking/Programming in Parallel

Matrix Multiplication (+)
m[C] = [A] [B]

(34 167r569 37
125714531

» [C] =[A] [B] = |
=Y =l 5119{1]34
L 4356JL3141.

> 4 x 4 Matrix

» How many multiplications and additions?

> 64 (i.e., 4"3) multiplications = N*3 multiplications
> 48 (i.e., 3 * 47 2) additions = (N — 1)N*2 additions

17



High Performance Computing:

Thinking/Programming in Parallel

Matrix Multiplication (+)

> 4 x 4 Matrix rﬁ
> 64 (i.e., 4°3) multiplications A
> 48 (i.e., 3*4"2) additions 5
14
> 2 X 2 Matrix 4
. ] al-[34] 4, =16
> 8 (l.e., 2"3) multiplications “+* = [12] 27 |57
> 4 (l.e.,1*2"2) additions 51 29]
Ay = l4 3] A2 = |5 6
» Are we reducing *s/+s? (A Asa ][ By
LAz ﬂ:_;:| B,



High Performance Computing:

Thinking/Programming in Parallel

_ = ) !.‘q"l.'l Az || By By
Matrix Multiplication (+) LAz A2 |[Bay Baa
mDivide 4x4 matrix into four 2x2 matrices

> [C] = [A] [B] ma= (73] =[5 - [38] B33
=53] aa-[32) mu= 3] - [21]

» Say, we have unlimited 2 x 2 Matrix solvers with 8 MULT
» Then it takes “only” 2 * 8 MULT time unit 0,1 = 41,15 1 7 44 25 4
» Do we have unlimited solvers/cores?

LAz A2 )| Bar Ba; Caa G

F ST

:_HIJ ."ll.'_,.:-.;HB|}1 .H-_J] _ [CI.L E;a;] L2,1 = 2, 141,



High Performance Computing:

Thinking/Programming in Parallel

Threads 1, 2, 3, and 4: INT & FP Operations

POSSIBLE?

" Integer
Multicore .
( ) Thread 1: Integer Operation
lOperation , I\
Instruction | | Instruction | _Oﬁeﬁnﬁ(s_) ' Arithmetic \T?eguﬁ -
Fetch —»| Decode —»| Fetch Ly Logic L Write
Unit Back
core 1 T | . \[*Floating..."
Thread 2: Floating Point Point
Operatlon Opel’ation
Integer
Thread 3: Integer Operation
. o———
Operatlonl c R\
Instruction | | Instruction ~ | | Operand(s) | Arithmetic \T?e_suﬁ -
Fetch —»| Decode —»| Fetch Ly| Logic L Write
Unit Back
Core 2 T | \[loating...-”
Thread 4: Floating Point Point
Operation Operation

20



High Performance Computing:
Thinking/Programming in Parallel

Programming (Traditional C, Pthread/C, CUDA/C)
m Matrix Multiplication (in CUDA/C)

int main{ wvoid )

{ Event t start,
t *a, *b, c,
T *dev_a, *dev b, *d

stop:
loa *partial
loa

o

princf{ "N=%d, bklocksPe d=%d\n", N, blocksPerGrid):;

allocate memory on the cpu side
a = (float*)malloc|
(float*jmalloc |

partial c = (float*)malloc|

N*zizeof (float) )
N*sizeof (float) )
blocksPerGrid¥*sizecof (float) )

(void**) &dev_a,
H*sizeof (float)
(vold®**) &dev_b,
N*zizeof (float)

¥ with data

to the GFU
N*sizeof (float),
stToDevice )} ):
gizeof (float),
HostToDevice ) ):

TpY

dev_a, dev b,

dev_partial c );

dot<<<klocksPerGrid, threadsPerBlock

start, stop

uares(4));
quares | (float) (N - 1

if

threadldx.x;

temp += al[tid] * b[

tid += klockDim.x gridDlim.x;

for reductions, threadsPerBlock must be
because of the following code

= blockDim.x/2;

(cachelIndex

clblockIdx.x]

=1

power

of







“High Performance Computing, Machine Learning,

and Big Data Analytics for Common Good”

QUESTIONS? Any time, please!

High Performance Computing (HPC)
Hybrid HPC Systems and Parallel Computing/Programming
“Regrouping Data/Threads for Improving CPU-GPU Performance”
“A Communication-Aware Cache-Controller for HPC Systems”
Machine Learning (ML): Medical Image Processing
“Real-Time Image Processing for Breast Cancer Treatment”
Geospatial Big Data (BD) Analytics using HPC and ML
“Geospatial Cyberinfrastructure for Common Good”

Q/A: Discussion

@S CAPPLab

Dr. Zaman

applab@wic



High Performance Computing:

HPC Systems and Parallel Computing

CPU — Central Processing Unit inteD ﬂ
GPU — Graphics Processing Unit e 4
SMT — Simultaneous Multi-Threading

From Computer Desktop Encwclopedia

L1 Cache
{built into chip)
<@

AN Local L2 Cache
] Ceniral processing unit {CPU) {main memory) hus (SRAM
Memory
= k.

D S R =Y [
Arithmetic [ Aivmac |
= | | D
N =)=
| Input | [ Output | ” || ”— Bus
Harvard Arch Von Neumann Arch PDP-8 Arch
1947 1945-1951 1965 A Computer System

Name of the Game: performance, power, price, ...

24




High Performance Computing:

HPC Systems and Parallel Computing

CPU - Central Processing Unit
GPU — Graphics Processing Unit
SMT — Simultaneous Multi-Threading

TESLA K80

WORLD’S FASTEST ACCELERATOR
FOR DATA ANALYTICS AND ¥
SCIENTIFIC COMPUTING ‘ Dual-GPU

Accelerator for
Max Throughput

2x Faster Double the Memory Maximum Performance
2.9 TF| 4992 Cores | 480 GB/s Designed for Big Data Apps Dynamically Maximize Perf for
Every Application

Deep Learning: Caffe

: © &>

GPU Boost

Compute Unified Device Architecture
(CUDA) — a parallel computing platform
and application programming

interface (API) model created by Nvidia

Parallel Programming:
OpenMP, Open MPI, GPU Programming

Main
Memory 1 GPU
Copy processing datal
1 Instruct the processing
@ )
Memory
for GPU
Execute parallel
1 GPU in each core
(GeForce 8800) 3
]
(0 |
(0 |
-
Processing flow DR
onCUDA | |

CPU-GPU System

Parallel Computing: things to remember
One woman can make a baby in 9 months.
Can 9 woman make a baby in 1 month? No
But 9 women can make 9 babies in 9 months.

25



High Performance Computing:

HPC Systems and Parallel Computing

CPU — Central Processing Unit

GPU — Graphics Processing Unit SMT-Capable CPU-GPU System
Many-Core GPU Card
A process is a running program. A process can
generate many processes (called threads). ... Instruction Execution
S _ _ SMT-Multicore CPU  [integer
Pipelining = Instruction-Level Parallelisms (ILP) Thread 1: Integer Operation Operation
- Thread-Level Parallelisms (TLP) | | —===== [P === e 5
a1 - s s o Instruction | | Instruction || Operand(s; | | Arithmetic | Y Result
— — posm— — . Fetch Decode Fetch Logic Unit Wnte Back
e O | b ||| L l ..................... S N et
Thread 2: Floating Point Operation J;I_gﬁl_ng_
- Dperation
i ALL \
Integer
Superscalar 9 SMT ] aw Thread 1: Integer Operation Op_er_at_m_n
- o 54 -__.-’r k\-.'- a5 - ~ \
- BS —— === = ——FF--=-- , === >
st s Cparand LOAD e oo Instruction | _|Instruction | | operands) || | Arithmetic | | Result
unit wit | | unk - i Fetch Decode | | Feteh ‘\' Logic Unit 7Wnte Back
* STOCRE
_ . Thread 2: Floatlng Point Operation Egﬁmg
| — Operation
“Intel Xeon Phi has up to 72 cores,” http://www.intel.com/content/www/us/en/products/processors/xeon-phi/xeon-phi-processors.html 2 6

“Nvidia Tesla K80 has up to 4992 cores,” http://www.nvidia.com/object/tesla-k80.html



High Performance Computing:

HPC Systems and Parallel Computing

CPU - Central Processing Unit SMT-Capable CPU-GPU Systems =

GPU — Graphics Processing Unit High-Performance Computer (HPC) Systems
support parallel computing

Motherboard | Graphics card

Graphics processing unit (GPU)

CLl B Level_l CaChe Multiprocessor #M
CL2 — Level-2 Cache | | ‘
Cache and memory are very By | | Multiprocessor #2
power-hungry. More energy | Multiprocessor #1 ‘
consumption, more heat dissipation! @D | ., lared:{Gn-CIHER memory |
. ,ﬁ \;(T l\hix ] |”}2;\_1\|er I 7R: I\IL.T I
. . Chipset ‘ T )
HPC: CPU 17-980X 130W, PCI Express | Stream | Stream o Sweam |
GPU TeSIa KSO SOOW [1, 2] 1 | processor #1 processor #2 processor #5 ’—
Tianhe-1A consumes 4.04 MW; I f I :

Ml I “onstant/textufe cache —
for 4 MW at $0.10/kWh mil Cibating ade ) |
is $400 an hour or (.

about $35 million per year. [3] Texture |  Constant _Glaba] local™®
Device (of!- chip(memon )

Name of the Game: performance power, price, .

[17 https://ark.intel.com/products/series/79666/Legacy-Intel-Core-Processors
[2] https://images.nvidia.com/content/pdf/kepler/Tesla-K80-BoardSpec-07317-001-v05.pdf 2 7
[3] https://en.wikipedia.org/wiki/Supercomputer




High Performance Computing:

HPC Systems and Parallel Computing

CPU — Central Processing Unit
GPU — Graphics Processing Unit

 HPC Systems

» |f SMT-capable 16-core CPU and 5000-core GPU card are used to build a HPC
system, it offers about 9 Tera (10712) FLOPS and costs about S5K. [1]

» HPC: CPU i7-980X 130W, GPU Tesla K80 300W

J Supercomputers

» A supercomputer may have more or less 300,000 processing cores and operate
at Peta (10715) FLOPS; however, it costs tens of millions of dollars. [2, 3]

» Tianhe-1A: 4.04 MW (about $3.5 million per year)

Name of the Game: performance, power, price, ...

[17 https://insidehpc.com/hpc-basic-training/what-is-hpc/
[2] https://en.wikipedia.org/wiki/Supercomputer 2 8
[3] https://www.anandtech.com/show/8729/nvidia-launches-tesla-k80-gk2 10-gpu







High Performance Computing:

Applications of HPC

The “Third Pillar” of Science? The “4th Paradigm” of Science?

___ Theory, Experiment, and

.:V‘Theory Theory
Simulation
to understand Data analytics to analyze data sets:
things that are: too big, too complex, too fast
too big, too small, too fast, too slow, (streaming), too noisy, or too
too expensive, or too dangerous heterogeneous

for theory alone

genomes from sequencers

30

: thirse proteins and diseases images from telescopes

https://www.youtube.com/watch?v=07DQd8FkA6M&feature=youtu.be



High Performance Computing:
Applications of HPC

Simulations Show the Effects of Climate Change in Hurricanes:
Faster computers provides more detail — 250 Kmetre vs 25 Kmetre.r

-

Pseudocolor
Var: TMQ
Units: kg/m2 ’

—31.62

i Michael Wehner, Prabhat, Chris Algieri, Fuyu Li, Bill Collins, Lawrence Berkeley National Laboratory;

Kevin Reed, University of Michigan;

oraanne Andrew GeOelman, Julio Bacmeister, Richard Neale, National Center for Atmospheric Research
Min: 0.04105 =

—3.162

https://www.youtube.com/watch?v=07DQd8FkA6M & feature=youtu.be



High Performance Computing:

A Poisson Solver

Poisson’s Equation

= ... to solve electrostatic problems the Poisson's Equation
(with Laplacian operator) can be used.

_ azw_l_azw_l_azw _ P

dr?  y?  0z° €
where, @ is electric potential, p is the total volume charge density, and
€ is permittivity of the medium.

= |f the charge density is zero all over the region, the Poison's
Equation becomes Laplace's equation:
92, 92.. A92.A
or?  dy*  0z°

‘thp

0

Wu, D. and Chen, J., “Efficient characterizations of composite materials electrical properties based on GPU accelerated finite difference method,” 32
in IEEE Antennas and Propagation Society International Symposium, Toronto, Canada, 2010.



High Performance Computing:

A Poisson Solver

Poisson’s Equation = Laplace’s Equation

= For very uniform material, Laplace’s equation can be
considered as a three-dimensional steady state heat
equation as shown below and can be solved using the
discrete approach by writing computer program.

(@i+1,j,k — oi,j,K)/dx + (oi,j+1,k — @i,j,k)/dy + (oi,j,k+1 —
¢i,j,k)/dz + (oi,j,k — @i-1,j,k)/dx + (oi,j,k — @i,j-1,k)/dy + (oi,j,k
— @l,],k-1)/dz =0

» Programs: Serial Vs Parallel
» Parallel: OpenMP, Open MPI, GPU/CUDA (shared memory)

Wu, D. and Chen, J., “Efficient characterizations of composite materials electrical properties based on GPU accelerated finite difference method,” 33
in IEEE Antennas and Propagation Society International Symposium, Toronto, Canada, 2010.
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A Poisson Solver

Laplace Equation: cubA Code without and with GPU Shared Memory

/* CUDA/GPGPU implementation of the heat transfer equation with shared memory */
_ global__ void Heat_Transfer_GPU_SM(float *A, float *B, int N) {

/* CUDA/GPGPU implementation of the heat {  int i =blockldx.x * blockDim.x + threadldx.x;
__global__ void Heat_Transfer_GPU(float *A,|  int] = blockldx.y * blockDim.y + threadldx.y;
int i = blockldx.x * blockDim.x + threadldx.x;| intis = threadldx.x ; int js = threadldx.y;

intj = blockldx.y * blockDim.y + threadldx.y;| __shared__ float AS[THRDIM][THRDIM];
int k, index, index1, index2, index3, index4, | intks, index, index1, index2, index3, index4, indexd, index6;

for (k=1;k<N-1;k++) { Asl[threadldx.x][threadldx.y] = A[index];

index = K*N*N + j*N + i; __syncthreads();

fnAAuA=LANIFNT 1 %KL 1 i1 4 S dAuO=L*NI%N] far (lke=1:ke<N 1 ke++\ [
CPU GPU (Grid)
Corel.CLL(D1[IL).| & Eé';“k L Eé';“k ey
Core2.CLL (D1|I1).| & ffe Em‘}w [roc eginoty
Core3. CL1 (D111, @ Thread Thread ... Thread Thread ..
Cored.CL1(DI[I13.| & I I I I

ot {zlobal Memory
Asaduzzaman, A., Yip, C.M.*, Kumar, S., and Asmatulu, R.; “Fast, Effective, and Adaptable Computer Modeling and Simulation of Lightning Strike 34

Protection on Composite Materials,” in IEEE SoutheastCon Conference 2013, Jacksonville, Florida, April 4-7, 2013.
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“Regrouping Data/Threads for Improving CPU-GPU Performance”

Data/Task Partitioning/Regrouping

& Dll “f ”13 ”f ”15 TUTLY B | 00 01 02 03 04 05 06 07 08 09 10 11
4 | 01 02 03 04 05 06 07 08 09 10 R RO RO R AR B R O R e
| DL .jl.a; DI? DIB IjJ9 1JD B' | 00 01 02 03 04 05 06 07 08 09 10 11
A | 01 020304050607 08 09 10 B 00D D‘l DE DE- Df-l D5 DE D? DE DE' ‘_'I.D 11
A Diiniz[}ig[}%_[}}lj [:I|ﬁ[:||?|:]|3|:]|91|0 P ——— P
B 000102 0304405 06 /|05 06,07 08 09 10 11 |
06 07 08 09 10 I s N TN T, I
A”| 01 02 03 04 05 NVIVIVEAL NVIVIVE I |
ata ||\ A A\ fea | A AN/ atb | |6
Al 01 03 05 07 09 | 02 04 06 05 10 W -"fl--'f L2 A A A I
PR PR A PN N P P P P B' 0001 02 03 04'05 06 |05 0607 08 09 10 11 I
A1" | 01 03 05 o7 o9 | 02 04 06 08 10 || A | I
RPN PR AN R P P L==_1 Lo
A17| 01 03 05 07 oo | Oz 04 06 08 10

Processing data with dependency

Processing data without independency _
Problems include

» Synchronization - performance, errors, ...

Asaduzzaman, A., Gummadi, D., and Yip, C.M., “A Talented CPU-to-GPU Memory Mapping Technique,” in IEEE SoutheastCon 2014, Lexington, 35
Kentucky, March 13-16, 2014.
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“Regrouping Data/Threads for Improving CPU-GPU Performance”

CPU-GPU System and Workflow

CPU GPU Shared

CPU Core CPU Core = (M= iy Y
and and bl o o+
L1 Caches L1 Caches resrpgitestt

Back side

GPU Shared

Bus Interface
and
L2 Caches

Front side

L ) (a) Developer View (b) Actual CPU GPU Memory

A multicore CPU with two levels of caches A multicore CPU with many-core GPU system

: I glu I \ | '_4~_e% ‘ \ E— I#éﬂrqlu- T ‘ = ; I —

f% Eie i B L— | eriEE (< :.7%5 Eg |
i W BNl : :_ i | LA

Step 1: CPU allocates Step 2: CPU sends Step 3: GPU executes Step 4: Results are
and copies data to GPU function codes to GPU instructions on GPU copied back to GPU
Asaduzzaman, A., Gummadi, D., and Yip, C.M., “A Talented CPU-to-GPU Memory Mapping Technique,” in IEEE SoutheastCon 2014, Lexington, 36

Kentucky, March 13-16, 2014.


http://upload.wikimedia.org/wikipedia/commons/e/ec/Dual_Core_Generic.svg
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High Performance Computing:

A Poisson Solver

_aplace Equation: simulation Results
GPGPU Ti
CPU GPU (Grid) Size CPU me (sec)
Time :

Block BRlock NxNxN —_ No shared With shared
gg;z;gi} EE}HH E' Shared Memory Shared MWemory S memory memory
Core3.CL1 (D1I1). EE Thread Thread Thread Thread ... N=256 1.58 3.08 2.94
Core4.CL1 (D1[IL). ! ! N=512 15.57 3.84 3.77
B Global Memory N=1024 130.57 20.46 16.84

— N=2048 1783.11 279.40 167.27
CPU-GPU Memory Organlzatlon N=4096 17206.92 2696.20 1284.24
CPU GPGPU Speedup using CUDA/GPGPU over CPU
e Processor: Intel Xeon E5506 e Type: NVIDIA Tesla implementation of Laplace's Equation
» Cores: 2 x Quad-Core C2075 ) oot
e Threads: 2 x 4 e Cores: 14 x 32 Cores 20
=
e Clock Speed: 2.13 GHz * RAM: 6GB GDDR5 B 15
¢ RAM: 8GB DDR3 e RAM Speed: 1.5 GHz E 10
e Max. Memory Bandwidth: 19.2 ¢ RAM Bandwidth: 144 ° o -
GB/sec GB/sec
e Power: 80 Watt e Power: 255 Watt ° N=256 N=512 N=1024 N=2045 N=4096
e OS: Linux (Debian)  OS: Not applicable Problem size
CPU-GPU System Parameters Speedup Vs Data Size
Asaduzzaman, A., Yip, C.M.*, Kumar, S., and Asmatulu, R.; “Fast, Effective, and Adaptable Computer Modeling and Simulation of Lightning Strike 37

Protection on Composite Materials,” in IEEE SoutheastCon Conference 2013, Jacksonville, Florida, April 4-7, 2013.



High Performance Computing:

“Regrouping Data/Threads for Improving CPU-GPU Performance”
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Thread Thr Thread Thread 8 Dow 061105 w 1 | I
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= Ciol B’ 0001 02. DE':. [14.'[]5 [JE 05 DE'D? []8 09 1[] 11 I |
CPU | Ml | |
i) . Texture Memory Le== -1 L e
CPU-GPU cache memory subsystem Processing data with dependency
Time vs Synchronization Rate Error ws Synchronization Steps
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“Regrouping Data/Threads for Improving CPU-GPU Performance”

GPU Grid (Device) CPU Memory s GPU Memory " GPU Memory
PUM < >
Block Block 1 X Global Shareda_ S Mgty Global Shared
L[ X { XUt | Thread 0| | 1| XU X2(10) [—>Thead.0| Shared
i = - \ /4 Data D - » Data | Meraory
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Thread Thread Thread Thread 1 XQ’((H)) BlOCk-l.‘ :((22»(10)  Thread-1 ¢ X2,(t0) Block-1"| XL (t1) Thread-1 i .m
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i i i i - P A . fh=— _, Data [ Memory
31 31 o e Block-1
> Global = . $ " P -
cPU : . : . . . e . Ly L4 ™
MEc ' . . . .
(Host) s Tatae i . . . . . . . | : . —> . :

CPU-GPU cache memory subsystem Typical CPU to GPU memory map Proposed CPU to GPU memory map

Parameter ‘ Deseription 1 2z 3 4 5 B T B 4 5 B T B

Identify the parallel operations; CPU Intel Xeon Y ~ n - m n n mn N m m n n non

Formulate Arrays/Matrices; CPU Cores g T 1o n i Lok rad b n = uou kL = <. = o B
Determine the Matri: ters; ) .

Fremmnethe j T parmeten CPU RAM oGB 0 O 0 0 0 0 0 0 001 0 0 0 0 001
Get the GPU parameters (number Fermi GPU Card NVIDIA Tesla C2075 1] 0 (1] 0 (1] 0 (1] (1] o 0.2 0 (1] D (1] o 0 2
of cores, shared memory size, etc.); i GPTT o

Formulate Arrays/Matrices; I»VLVI m_l (‘JH.\ @ "‘LV\ J_AK )] 0 0 0 (1] (1] D (1] o 0O 3 (1] (1] D (1] o 0O 3
1 Fermi Clock Speed 1.15 GHz
Determine the number of threads ‘ Fermi Global Memory 5.4GB 1] 0 0 0 10000 10000 0 0 0 0 410000 10000 0 0 004
and number of blocks; Fermi Shared Memory 49K B/Block P
I : e ‘ o 0 O 0 0 10000 10000 0 O 00 500000 10000 0 O 005
dentify parttion thedata blocksn Kepler GPU Card NVIDIA Tesla K20m = = =
CPU memory for cach thread: Kepler GPU Cores 2496 0 o 0 o 0 0 0 0 006G 0 0 0 O 00686
1 Kepler Clock Speed 0.71 GHz 0 0 (1] 0 (1] 0 0 (1] 0 0.7 0 0 (1] (1] 0 0.7
Hegroup/copy the data-blocks to Kepler Global Memory 4.8GB = = =
GPU global memory; Kepler Shared Memory 49KB/Block o 'D ﬁ D {"l ID ﬁ ID D i E' {"l ID ﬁ ID D i E'
Operating System Linux Debian )] 1] )] )] '} '} i o 0 0 '} 1] 0 1] 0 0

Major Steps

System Parameters

Validation: C vs CUDA/C Results

Asaduzzaman, A., Gummadi, D., and Yip, C.M., “A Talented CPU-to-GPU Memory Mapping Technique,” in IEEE SoutheastCon 2014, Lexington,
Kentucky, March 13-16, 2014.
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High Performance Computing:

“Regrouping Data/Threads for Improving CPU-GPU Performance”

Simulation Results GPU Time V. Number of Threads
Shared Mcmory Uscd: 32 KB
180 +
Value due to CPU Vs. GPU Computing 160 -
140
10000 - ¥ Node (1,1)/CPU -
A Node (1, 1/GPU | o 120
8000 - £ 100
o 6000 2 s 80
2 E @ = 60
2000 - GP 20 4
oL m ) =
lteration lteration Iteration Iteration Iteration 1x1 2x2 4x4 8x8 16x16 32x32
0 1 10 50 100 Number of Threads
Iteration

GPU Time Vs # of Threads

Validation: C Vs CUDA/C Results

i i i i ‘ Impact of Shared Memory and Data Regrouping
GPU Time Vs. Shared Memory Used (Problem Size: 512¥512; GPU Card: Fermi)
Number of Threads: 16x16
45 40
40
35 202
g 30 o
e 2 g2
£ 2
(= —
10 + ke
5 ul
0 : : U
4 8 16 32 77 Bx8  9x9 15x1516x1617x17 31313232
GPU Shared Memory Used (KB) Number of Threads per Block
GPU Time Vs Shared Memory GPU Time Vs # of Threads per Block
Asaduzzaman, A., Gummadi, D., and Yip, C.M., “A Talented CPU-to-GPU Memory Mapping Technique,” in IEEE SoutheastCon 2014, Lexington, 40

Kentucky, March 13-16, 2014.






High Performance Computing:

“A Communication-Aware Cache-Controller for HPC Systems”

To offer low-cost low-power high performance computing (HPC), multicore
central processing unit (CPU)/many-core graphics processing unit (GPU)
architectures have become the mainstream processor design choice.

No operating system on GPU cards - no flexibility to write parallel programs.

... having hundreds or thousands  Other problems include
of cores on a CPU ...

» high core-to-core
communication delay

» High synchronization delay
» poor scalability

» high power consumption - heat

Root causes of the problems include

» The traditional power-hungry dynamic
characteristics of multi-level caches

» The wired network topologies

This project aims to enhance the scalability of multicore/many-core
systems by maneuvering the cache subsystem and normalizing the
parallelism in multithreading. The proposed level-2 cache-mediator (L2CM)
assists in minimizing memory latency and synchronization delay.

Asaduzzaman, A. and Sibai, F.N.*, “A Communication-Aware Cache-Controller to Minimize the HPC Communication Latency,” under preparation, 42
IEEE Transactions on Parallel and Distributed Systems (TPDS), 2020.
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“A Communication-Aware Cache-Controller for HPC Systems”

A novel multicore architecture with victim cache block
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Improvement in latency and power consumption

Jareen, T., “Improving Performance, Power, and Security of Multicore Systems Using Smart Cache Organization,” MS Thesis, Wichita State
University, 2014. (Advisor: Asaduzzaman, A.)
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“A Communication-Aware Cache-Controller for HPC Systems”

DASH-Like Multicore WNoC Arch. to Minimize Latency.

NI N
_0)()(2)3) K4> S

IR S E S S S SN S SN EEEEEEEEE -
Submet (1, Lx)

Subnet (0, 0.x) Subnet (1, 0.x) : lllllllll .51.111.'11.1‘.1 I{E ,Inllll-} llllllll ; llllllll Sl“- lbllEt- {-]-, El-x:-} ------- :
Subnet in a Mesh Wireless network on-chip (WNoC) architecture
Asaduzzaman, A., Chidella, K.K.*, and Vardha, D.*, “An Energy-Efficient Directory Based Multicore Architecture with Wireless Routers to Minimize 44

the Communication Latency,” IEEE Transactions on Parallel and Distributed Systems (TPDS), Vol. 28, No. 2, pp. 374-385, May 2016.
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“A Communication-Aware Cache-Controller for HPC Systems”

DASH-Like Multicore WNoC Arch. to Minimize Latency.

Subnet (0, 1.X) Submet (1, 1.X)

Processor oo | Processor Directory I
Cache Cache Memory N
| | | t
Memory Remote Access €

’ ® r

Cache

® c
® 0
° n
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e

Processor Processor Directory c
Cache Cache Memory t

| | | ;
Remote Access o

Memory
Cache n
Subnet (1, 0.X)

A Directory Architecture for SharedMemory
(DASH) Multiprocessor System

Proposed architecture with a centralized
directory and wireless routers

A Row IN THE DIRECTORY REPRESENTS THE INITIAL STAGE OF CORE-1

Core # EBlock 0 Block 1 Block 2 Block 3 Block 4 Block 5 Block & Block 7
Corel 0 (Addr 0 [Addr 0|Addr 0 |lAddr 0 |Addr 0 |Addr 0 |Addr 0 |Addr
(0, 0.0) Empty Empty Empty Empty Empty Empty Empty Empty

Designing directory of the proposed WNoC architecture using a MESI-like protocol

Asaduzzaman, A., Chidella, K.K.*, and Vardha, D.*, “An Energy-Efficient Directory Based Multicore Architecture with Wireless Routers to Minimize
the Communication Latency,” IEEE Transactions on Parallel and Distributed Systems (TPDS), Vol. 28, No. 2, pp. 374-385, May 2016.
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“A Communication-Aware Cache-Controller for HPC Systems”

DASH-Like Multicore WNoC Arch. to Minimize Latency.

Simulation:

SOURCE AND DESTINATION NODES FOR DIFFERENT COMMUNICATION CASES

Case Number

Source Node (5)

Destination Node (D)

Remark

Case 1
Case 2
Case 3
Case 4
Case

Core - = (0, 0.0)
Core - = (0, 0.4)
Core - = (0, 0.7)
Core - = (0,0.3)
Core - = (1, 0.5)

Core-=(1, 1.8)
Core-=(1,1.4)
Core-= (1, 0.1)
Core - = (0, 1.5)
Core-=(0, 1.2)

COMMUNICATION LATENCY FOR THREE DIFFERENT ARCHITECTURES

5 and D are in different subnets
5 and D are in different subnets
5 and D are in different subnets
5 and D are in different subnets
5 and D are in different subnets

Different Scenarios

Mesh (multicasting)

WNoC Architecture

Proposed Architecture

Case 1: (0,0.0)-(1,1.5)
Case 2: (0,0.4)-(1,1.4)
Case 3: (0,0.7)-(1,0.1)
Case 4: (0,0.3)-(0,1.2)
Case 3 (1,0.5)-(0,1.2)

4x9+40=76
4x5+40=60
4x4+40=56
4x4+40=56
4x4+40=56

4x4+40=56
4x0+40=40
4x2+40=48
4x2+40=48
4x3+40=52

4x2+40=48
4x0+40=40
4x1+40=44
4x1+40=44
4x1+40=44

ToTAL POWER CONSUMPTION FOR THREE ARCHITECTURES

Different Scenarios

Mesh Architecture

WHhoC Architecture

Proposed Architecture

Case 1: (0,0.0)-(1,1.8)

Asaduzzaman, A.,
the Communicatiot

Ptot=P1 + P2+ FP3
Pl = (Pwr*Nwr) +
(Powr*INeowr) = 43
P2 = ({Twr*lNwr) +
(Powr*MNowr) =43
P3 =Palwr+ Pcanw
=55h+195=25

Ptot = Psd + Pds
Psd=Pawrsn+{Pcwr*Ncowr)
+Powl+3({Pwl+Pcasn)
=2.5+(3*2)+3.34+25.8 = 37.6
Pds = Pdsn+Pwl+Pssn
=11.5+1.1+11.8
=247

Ptot = Psdr + Pcdr
Psdr=Pawrsn+(Pcwr*Nc
wr+Powl+Pwl
=0 5+(3*2)+3.3+1.1
=129
Pcdr = Pdr+Pcowl 46
=/+33=93
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“A Communication-Aware Cache-Controller for HPC Systems”

DASH-Like Multicore WNoC Arch. to Minimize Latency.

ReS u |tS : Communication Latency
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Asaduzzaman, A., Chidella, K.K.*, and Vardha, D.*, “An Energy-Efficient Directory Based Multicore Architecture with Wireless Routers to Minimize 47
the Communication Latency,” IEEE Transactions on Parallel and Distributed Systems (TPDS), Vol. 28, No. 2, pp. 374-385, May 2016.
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A Level-2 Cache-Mediator for Enhancing Scalability

i GPTT Card | L2Chi
1 _______ ;| @ogic, Storage,
=/ and Router)
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|| Dustnbuted) : i
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L2CM

Storage ‘ L2CM

Control Cached Block Info CPU | P el E:%
“Cache Miss Blk. Info Subnet3 {"Subnet4 | L= |
Victim Blocks @ f
/- /ﬁ%i? Streaming Blocks m m .-
k Data/Thread Info u,_,a S |
I Subnet1l | Subnet2
(b) The proposed L2CM subsystem (¢) Communication module for the system

Architectural layout of a CPU-GPU system with the proposed L2CM

Asaduzzaman, A. and Sibai, F.N.*, “A Communication-Aware Cache-Controller to Minimize the HPC Communication Latency,” under preparation, 48
IEEE Transactions on Parallel and Distributed Systems (TPDS), 2020.
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“A Communication-Aware Cache-Controller for HPC Systems”

A Level-2 Cache-Mediator for Enhancing Scalability

L2CM control logic can be used to assist the CPU with the following tasks:

Searching for any block x:
In case of a CL1 miss, other CL1s should be checked first to find the required block x.
If x 1s m {Cached Block Info}, then
Satisty the request from one of the CL1s:
Else check L2CM and CL2 at the same time
If found m L2CM, swap CL1 block with L2CM block: done:
If found in CL2, normal cache activities...
Else 1ssue stream buffering call (say. from mam memory).

Selecting CLI victim block x:
If CL1 1s full and needs to bring in a new block, then a victim block is selected to replace the new block.
x € using Cache Miss Block Information, find the one with the minimum cache misses.

Determining if CLI victim block x should be stored in L2ZCM as a Victim Block:
If x 1s NOT in {L2CM Victim Blocks}, then
‘b> € the L2CM Victim Block that has the minimum cache misses
If (number of cache misses in x) > (number of cache misses in b), then
L2CM victim block x should be stored m L2CM: replace b with x.

Regrouping data/threads for GPU computing:
Step 1: Find the number of cores on the GPU card.
Step 2: Identify the parallel segments (let’s call them subproblems) of the problem.
Step 3: Determine the data-size of the subproblem (such as number of rows and columns n a mesh).
Jaree . . .
Unive Step 4: Determine the number of computations and the optimal number of threads.

[
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“A Communication-Aware Cache-Controller for HPC Systems”

“Open2C framework and OpenSoC Fabric to build up
a communication-aware level-2 cache controller”

2020 SUMMER RESEARCH AT BERKELEY LAB2019 Sustainable
Research Pathways Workshop - Matched with Berkeley Lab Researcher

This project aims to use the Berkeley Lab Open Cache
Coherence (Open2C) framework and OpenSoC Fabric
to build up a communication-aware level-2 cache
controller (CAL2CC). This project is expected to
provide a good way for exercising the Open2C and
OpenSoC. The proposed CAL2CC has potential to
enhance the scalability of multicore systems by
maneuvering their cache memory subsystems.

Asaduzzaman, A., “Open2C framework and OpenSoC Fabric to build up a communication-aware level-2 cache controller,” proposal submitted for

2020 SUMMER RESEARCH AT BERKELEY LAB, 2019 Sustainable Research Pathways Workshop, matched with Dr. John Shalf
https://crd.Ibl.gov/departments/computer-science/cag/research/open2c/ 50
https://crd.Ibl.gov/departments/computer-science/cag/research/opensoc-fabric/



“High Performance Computing, Machine Learning,

and Big Data Analytics for Common Good”

High Performance Computing @
O
m HPC or Supercomputing?

Consideration HPC Supercomputing Note

Processing Cores ~5,000 ~300,000
(CPU, GPU, (CPU, GPU,
homogeneous) heterogeneous)

Processing Power Tera (10"12) Peta (10M15)

FLOPS FLOPS
Power (Energy) Low (=430 W)  High (~4.04 MW)
Price Low (~$5K) High (10x M$)
Analogy: Formula One Special, Expensive
Cars Race cars Race cars

ol



“High Performance Computing, Machine Learning,

and Big Data Analytics for Common Good”

QUESTIONS? Any time, please!

Machine Learning (ML): Medical Image Processing
“Real-Time Image Processing for Breast Cancer Treatment”

Geospatial Big Data (BD) Analytics using HPC and ML
“Geospatial Cyberinfrastructure for Common Good”

Q/A: Discussion

Dr. Zaman wsu | (‘%%!V’L‘ll)



Machine Learning (ML): Medical Image Processing

“Real-Time Image Processing for Breast Cancer Treatment”

Poor contrasts of mammogram

Images may lead mistakes while

treating breast cancer patients. Images from the Digital Database for
Screening Mammogram (DDSM) and
Mammographic Image Analysis
Society (MIAS) are used.

Introduce a novel imaging technique
... using the numerical pixel-values
and the hidden attributes of the target

mammogram im : : ;
ammogram images Experimental results using 1505

The extracted feature values are split (1000 + 505) images, we observe
Into training and testing sets. ML a 100% taxonomy rate of
identifying benign and malignant

Pattern recognition techniques, namely  ¢g|ls of the mammogram images.
the Linear Discriminant Analysis (LDA)

method and Support Vector Machine
(SVM) model, are used for training and
testing purposes.

Asaduzzaman, A., Sibai, F.N., Mitra, P., Chidella, K.K., Saeed, K.A., and Altaf-Ul-Amin, M., “An Effective Technique to Analyze Poor Contrast
Mammogram Images for Breast Cancer Diagnosis,” under review, Elsevier Journal on Expert Systems with Applications (ESWA), Manuscript No. 53
ESWA-D-19-06033.



Machine Learning (ML): Medical Image Processing

“Real-Time Image Processing for Breast Cancer Treatment”

!
| Check Mammogram Images | Start ¥ | Backpround Removal —# Contrast Correction —# Median Filter
v
| Pre-Process Images | .
Detect ROIs and Pre_proceSSIHQ lr'f';ﬁ__[;[Dﬂstﬁan |
Extract Feature Values B I
LDA Method 1 SVM Method
Normalize each value of each
feature
Y *
Calculate the weight for each Calculate the weight for each
feature feature
¥ ¥
LDA Analysis: Develop SVM Analysis: Develop formula
formula with actual numbers with normalized numbers and
and weights using SPSS tool weights using Weka tool
T T Al A3 Al A3
Determine LDA value to Determine SVM value to classify ' .
classify images images A2 A2 E
¥ v =
LDA Value: SVM Value: =
Benign or Malignant Benign or Malignant (a) ROI Area= Area Al + Area A? + Area A3 (b) Perimeter is indicated by the solid line
I T
Both Benign or Region of Interest (ROI) Detection
both Malignant?
Yes

K.A., and Altaf-Ul-Amin, M., “An Effective Technique to Analyze Poor Contrast
'w, Elsevier Journal on Expert Systems with Applications (ESWA), Manuscript No. 54

Flowchart



Machine Learning (ML): Medical Image Processing

“Real-Time Image Processing for Breast Cancer Treatment”

¥ 217 | 216 | 214 ) 214 | 220 | 206 | 201 | 190

a3 a4 | m mim 202 | 195 | 19%

Al A3 Al A3

c—— y S—

208 | 210 | 207 | 204 | 201 | 198 | 293 | 491

A2 A2

208 | 206 | 205 | 200 | 195 | 193 | 191 | 11

(a) ROl Area=Area Al + Area A2 + Area A3 (b) Perimeter 1s indicated by the solid line

Region of Interest (ROI) Detection

207 | 202 | 202 | 196 | 192 | 193 | 188 | 189

206 | 202 | 138 | 196 | 109 | 167 | 185 | 189
Feature Extraction il il
Geometrical Features A 7x8 matrix of a ROI with 7x8 pixels
Area, Perimeter, and Radius
Area (of a circular shape) = nr? ... (1a) Textural Features
Area (of an irregular shape) =) Ai ;... (1b) Mean Value, Global Mean, and
Standard Deviation, Entropy,
Perimeter (of a circular shape) = 2ur ... (2a) and Skewness
Perimeter (of an irregular shape) = )75 Pij... (2b) Entropy = - (I x logx(I)) ... (3)

Asaduzzaman, A., Sibai, F.N., Mitra, P., Chidella, K.K., Saeed, K.A., and Altaf-Ul-Amin, M., “An Effective Technique to Analyze Poor Contrast
Mammogram Images for Breast Cancer Diagnosis,” under review, Elsevier Journal on Expert Systems with Applications (ESWA), Manuscript No. 55
ESWA-D-19-06033.



Machine Learning (ML): Medical Image Processing

“Real-Time Image Processing for Breast Cancer Treatment”

Data Analysis
LDA Value = Valuel x Weightl + Value2 x Weight2 + ...
+ Final-Value x Final-Weight ..................... (4)

SVM Value = Normalized-Valuel x Weightl + Normalized-Value2 x Weight2 + ...

+ Normalized-Final-Value x Final-Weight ........................... (5)
Sample of Mammogram [mages Considered we used 1383 DDMS and MIAS 122 images.
Image Source Categary Remark

Mdb021.pgm MIAS Benign False positive at bottom

Mdb032 pgm MIAS Benign Normal breast

Mdb063 pgm MIAS Benign Benign mass at middle

Mdb091 pgm MIAS Benign Densze normal breast

Mdbl42 pgm MIAS Malignant Speculated masses

Mdbl79 pgm MIAS Malignant Tumor on entire breast

Mdbl184 pgm MIAS Malignant Tumor is clearly visible

Mdb202 psm  MIAS Malignant Big tumor at middle Tools Languages Used.:
D-1077-1 DDMS Malignant Falze positive tumor y
D-4032-1  DDMS  Malignant Malignant mass Photomania DX, MATLAB,
D-4126-1 DDMS Malignant Tumor — first stage LD A, SVM’ Excel
D-4141-1 DDMS Malignant Malignant tumor

Asaduzzaman, A., Sibai, F.N., Mitra, P., Chidella, K.K., Saeed, K.A., and Altaf-Ul-Amin, M., “An Effective Technique to Analyze Poor Contrast
Mammogram Images for Breast Cancer Diagnosis,” under review, Elsevier Journal on Expert Systems with Applications (ESWA), Manuscript No. 56
ESWA-D-19-06033.
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“Real-Time Image Processing for Breast Cancer Treatment”

Experimental Results

Area of Benign Tumors Acrea of Malignant Tomors

1 400K LAY
P | ] . - P
= :;,:.:.'_.: 'r-:l A benizn homaor shows area B 100006 e -
& BO0 l value in malispant tumor region. g BO00G B =
= 500k T necs
3 2000 < 30000
o =8 — .. 0
3333131313133 133131 )
FEEF I I R -
EEEREEERERERREEEEEE
Image fils nams:

Bleam Value
L :- | ) :: =
[ |-| :L. :.- _a '-I
——
]
I
I
| —
—
| —
Al=an Valus

[=Spy Sy ey - SN _'.l.;l.'_n=__|.__.|._|. . B B e e B

Asaduzzaman, A., Sibai, F.N., Mitra, P., Chidella, K.K., Saeed, K.A., and Altaf-Ul-Amin, M., “An Effective Technique to Analyze Poor Contrast
Mammogram Images for Breast Cancer Diagnosis,” under review, Elsevier Journal on Expert Systems with Applications (ESWA), Manuscript No. 57

ESWA-D-19-06033.
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“Real-Time Image Processing for Breast Cancer Treatment”

Experimental Results

Standasd Deviation of Benign Tumor standard Deviatron of Malignant Tumeaor

0
B .. g .
. 5 -
X .i
B 15 2 16
0 L.
g s g §
& l HIAM I Z
A II | II || ||| sl II | II [ "
e o o o E E e E e E s e 00 BHEESBEEEESEEEEEESEEEAEEEEEEBEBEE
EEFIEE:EEEE:EE:::EEEEEEEE ru-T.E:EEEE:EEE:EE:EE:EEE:E:E
B Ok Ol Bk « D D T T A s Dk Dk D D= THE T A . __':'u___u__l_________T_T':'v_____::'_"'_"'_"'_T"_
- [ --': ' .'-::.:\::\-'\:r\..':-'; _'\: _" "I_"'ﬂ- ; .I-'l .rl.---.-\.; r-.-:.. :_l.-..- - Al -
= EHEEEEES R == 55 I IR R YRR R E T I YRR EEEE
M E Y B A SR B EEEEEEEEE 23 iii33 315135 19533333131
HEHHHA HEHEHAHHHAHERHSHGSBEHREHEAHBBRHAR H 1
Imzze file names Imaze fils namss
..... Jarign T |
............ I I I I I I I I I
Imzze file names

Image file names

Asaduzzaman, A., Sibai, F.N., Mitra, P., Chidella, K.K., Saeed, K.A., and Altaf-Ul-Amin, M., “An Effective Technique to Analyze Poor Contrast

Mammogram Images for Breast Cancer Diagnosis,” under review, Elsevier Journal on Expert Systems with Applications (ESWA), Manuscript No. 58
ESWA-D-19-06033.
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“Real-Time Image Processing for Breast Cancer Treatment”

Experimental Results

LDA Value (MIAS) = 0.026 x Mean-Value + 0.179 ¥ Standard-Deviation —

0.019 x Entropyv — 0.017 x Skewness — 7887 . ... .................(0)
LDA Value (DDSM) = 0.022 x Mean-Value — 0.226 x Global-Mean +

0.069 x Standard-Deviation — 0.024 x Entropy —

0021 x Skewness —0.076 ... T

SVM Value (MIAS) = -0.2575 x Normalized-Area + 1.3209 x Norm-Perimeter —

0.1538 x Norm-Radms + 0.9799 x Norm-Mean-Value +

0.1819 x Norm-Global-Mean + 1.6045 x Norm-5td-Deviation —

19652 ¥ Norm-Entropy — 0.4783 x Norm-Skewness + 0.3456 ... (8)
SVM Value (DDSM) = 1.3406 x Normalized-Mean-Value —

04456 x Norm-Global-Mean + 1.7335 ¥ Norm-5td-Deviation —

2.6728) x Norm-Entropy — 0.1070 x Norm-Skewness + 053316 ......... (9)

Asaduzzaman, A., Sibai, F.N., Mitra, P., Chidella, K.K., Saeed, K.A., and Altaf-Ul-Amin, M., “An Effective Technique to Analyze Poor Contrast

Mammogram Images for Breast Cancer Diagnosis,” under review, Elsevier Journal on Expert Systems with Applications (ESWA), Manuscript No. 59
ESWA-D-19-06033.
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“Real-Time Image Processing for Breast Cancer Treatment”

Experimental Results

Ilpstration of LDA and SWVM methods to separate MIAS images mto benign or malignant

Known _ Classification of MIAS Ima;ﬁ_uxi.ng Texture Tﬂ'IJE-u i . o | sva
Decizion Nfean ¥ a.}ue Global lI?an Std. Dena_nun Ent ropy ELewues._a Value | Value
Actual | Norm Actual | Norm. Actual | Norm. Actual | Norm. Actual | Norm
Banism 130,00 | -0.804 1.0232 -1.038 5232 | 0823 -5.213 0_B63 -1.235 -0B04 | -3.450 | -3.638
Benign 26.00 | 0912 1.034 -1.020 §.236 | -0.74Z -1.236 | 0920 33.2304 Lang | 4122 | 4371
Eanizn 11500 | -1.208 1016 -1.043 10235 | -0.410 -2.5327 | 0o 38,2304 1484 | -3.637 | 4424
EBanizm 10500 | -1.478 1030 -1.015 4286 | -0.903 0254 | 05841 0124 -0.72 -4 400 | 4405
Mfializpant 184.00 | 0651 1.041 1.105 30213 1.247 -136.32 [ -1.021 -2.342 0BT | 40935 | 5730
hfalisnant 178.00 | 0489 1.003 o7 32,325 1422 -140.36 | -1.079 1.236 0531 5130 | 5794
hializpant 188.00 | 0,759 1.032 1.222 2835320 | 0924 -97.33 | -0.441 4,325 D484 | 3488 | 4087
hfalisnant 19000 | 0.E13 0.973 0050 253236 | 0.8534 -145.33 | -1.438 3.230 0530 | 4436 | 5073

Tlustration of LDA and SVM methods to separate DDDSM images into benign or malignant

Classification of DDSM Imapges wing Texture Values

:E::‘:; Mean Value Global Mean Std_Deviation Entropy Skewness T}ﬁi EEIE
Atual MNormw Actual Norm. Actual Norm. Actual Norm. Actual | Norm
Benien 153.00 | 0.080 | 0236 | -1241 | 200 | -1o006 632 | 1000 | 40230 | 0050 | -3.318 | -3.303
Bienien 2000 | <1732 | 0460 | -1.106 | 35.60 | -0.004 | -1624 | 0858 | 19236 | 0.070 | -3.088 | -5.307
Bemign | 16200 | 0155 | 0080 | 0701 | 130 | -L141 | 1032 | 0843 | 10326 | -0.083 | -1615 | -3.402
Bemizm | 115.00 | -1.113 | 1100 | 0662 | 240 | -1o071 | -10.24 | 0814 | 20370 | -0.068 | -3.660 | 4.601
Maliznant | 136,00 7 1360 | 0042 | 7600 | 0445 | -170.00 | -1356 | 2328 | 0.101 | 3.405 | 5032
Maliznant | 203,00 1236 | -0.636 | 3100 | 0768 | -100.00 | -034% | 4236 | -0.104 | 2730 | 4.707

1.211
Malismant | 198.00 | 1.082 1.260 0588 2000
1382

0059 -190.00 | -1.644 | 4820 | 0105 [ 3582 227
hializpant | 210.00 1260 -0.622 36.00 1085

20000 | -1.788 | -3134 | 0105 [ 54353 | 0347

Asaduzzaman, A., Sibai, F.N., Mitra, P., Chidella, K.K., Saeed, K.A., and Altaf-Ul-Amin, M., “An Effective Technique to Analyze Poor Contrast
Mammogram Images for Breast Cancer Diagnosis,” under review, Elsevier Journal on Expert Systems with Applications (ESWA), Manuscript No. 60
ESWA-D-19-06033.
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Real-Time Image Processing for Surgical Procedures
2

One original image Image after applying threshold

A drawn contour of the Image

Rate of change of lines



“High Performance Computing, Machine Learning,

and Big Data Analytics for Common Good”

QUESTIONS? Any time, please!

Geospatial Big Data (BD) Analytics using HPC and ML
“Geospatial Cyberinfrastructure for Common Good”

Q/A: Discussion

Dr. Zaman quu 5 (%,lbgv)l‘"h



Geospatial Big Data Analytics using HPC and ML

“Geospatial Cyberinfrastructure for Common Good”

Problem Statement

. how the integration of essential geospatial principles (such as spatial constraints in assessing
events) with cyberinfrastructure may offer a promising pathway for solving complex problems
and improving real-time decision-making practices for economic success ...

Methodology

Getting Geospatial Data — Cloud, Fog, and Mist/Edge Computing (HPC)
Analyzing Big Data Faster in Real-Time — Machine Learning (ML)

Make Effective Decisions for Common Good — Big Data (BD) Analytics

AE . DP—Data Portal; AE — Analytic Engine; DM — Distribution Mechanism . . .
= o= BM — Business Model: (Profits), = J (cars at nearby intersections), ; ,
\ I Cloud - Cloud Computing 750
~y Cloud - Fog — Fog Computing
! Mist — Mist/Edge Computing w200
f A > Client — A Shop or an individual &£
| U | ‘ £ 150
[+9
--...a - | @FQ : @ 4.? =
e 100
EW1 “ "Mis}. L [ 9 o .
o - i h
-+— /‘L N | <& 3 o -
| i, % ,
| 4 - :::x 00:00-03:5% 04:00-07:559 08:00-11:59 1Z:00-13:59 16:00-19:39 20:00-23:58
EW -2 Shop tShop} |3"_\$ . .
Time Periods of a Day
EW-1- East-West, Road 1 ol I Urnber of Cars e Profit (Sales, 5)
NS-1- North-South, Road 1 Profit (Staffing, 5) i Profit (Wi@stes, 5)
NS 1 NS -2 NS 3 Ete. = s3»« Total Profit{5) Profit Increased (%)
An illustration of a geospatial cyberinfrastructure Traffic information helps make better profits
Asaduzzaman, A., “Geospatial Cyberinfrastructure for Regional Economic Growth and Sustainability,” Sustainable Research Pathways Workshop, 63

organized by Sustainable Horizons Institute and Lawrence Berkeley National Laboratory, Berkeley Lab, CA, Dec. 2-3, 2019.



“High Performance Computing, Machine Learning,

and Big Data Analytics for Common Good”

Introduction QUESTIONS? Any time, please!
About Myself (Asaduzzaman)

Computational Systems: Past, Present, and Future
High Performance Computing (HPC)
Hybrid HPC Systems and Parallel Computing/Programming
“Regrouping Data/Threads for Improving CPU-GPU Performance”
“A Communication-Aware Cache-Controller for HPC Systems”
Machine Learning (ML): Medical Image Processing
“Real-Time Image Processing for Breast Cancer Treatment”
Geospatial Big Data (BD) Analytics using HPC and ML

“Geospatial Cyberinfrastructure for Common Good”
Q/A: Discussion

@ CAPPLab
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About WSU

UNIVERSITY

WASHINGTON STATE

m We are not WSU for @UNIVEPSITY . We are =

>,

m \What's new...

m New WSU President. Jay Golden, Wichita State’s 14th

President, starting from January 2020. Golden is a leading
researcher in environmental sustainability and an advocate
for applied learning and economic development.

p -
m \What else... bizza
m Wichita State is the house of the original Pizza Hut. Two
Wichita State students, brothers Dan and Frank Carney, started
the Pizza Hut business in 1958. The restaurant has since become
one of the biggest pizza chains in the world. The original building
resides at Wichita State as a museum. B
m U.S.News Best Engineering Schools 2020 GDSOHO0LS
#95 Wichita State; #87 wsu.edu;
#1 MIT; #2 Stanford; #3 UC Berkeley; wichita State University
#95 ..., KU, UK,

Wichita, KS
#95 in Best Engineering Schools (tie)

https:/www.usnews.com/best-graduate-schools/top-engineering-schools/eng-rankings
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Website

Fairmount College
Municipal University of Wichita

State university

1395

Kansas Board of Regents
$247 75 million (2017)!"
Andy Tompkins (interim )]
Rick Muma

520

16,058 (Fall 2019)
Wichita, Kansas, U.S.[*

o 37 4309°N 9771735"W
Urban, 330 acres (130 ha)
Black and Shocker Yellow!®!

H]

Shockers

MCAA Division | — The
American

WuShock

wichita.edu &
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capplab@wichita.edu

CAPPLab  Research Activities

| 216 | 214 | 214 | 210 | 206 | 201 | 190

m Research supported by Kansas NSF, Nvidia,
CybertronPC, WSU, ...

m Asaduzzaman, A., Sibai, F.N., Mitra, P., Chidella, K.K., Saeed,

216 | 211 | 210 | 206 | 202 | 395 | 198

210 | 207 | 204 | 201 | 198 | 193 | 191

206 | 205 | 200 | 195 | 193 | 191 | 2

K.A., and Altaf-UI-Amin, M., “An Effective Technique to An% 202 | 202 | 196 [ 92 | 193 | ane | a9
Poor Contrast Mammogram Images for Breast Cancer 202 | 13| 196 | 109 | 10 | a8 | 09
Diagnosis,” under review, Elsevier Journal on Expert Systems 200 | 154 | 102 Liss on e i

with Applications (ESWA), Manuscript No. ESWA-D-19-06033.

m Asaduzzaman, A., “Open2C framework and OpenSoC Fabric to

it A
build up a communication-aware level-2 cache controller,” 2028— rr"f}| | COMPUTATIONAL RESEARCH
SUMMER RESEARCH AT BERKELEY LAB, Host Scientist John BERKELEY LAB LAWRENCE BERKELEY NATIONAL LABORATORY

Shalf, Project38, NSA, the DOE Office of Science, and NNSA. o .
epariment Head for Computer Science
m Sibai, F., EI-Moursy, A., and Asaduzzaman, A., “Hardware JShalf@ibl.gov
Acceleration of the STRIKE String Kernel Method for Estimating N Phone: +1 510 486 4508 | +1 510 316 9427

Protein to Protein Interactions,” under review, IEEE/ACM Fax +1 510 486 4300

Transactions on Computational Biology and Bioinformatics
(TCBB), Manuscript No. TCBB-2020-01-0008.

m Asaduzzaman, A., “A Communication-Aware Cache-Mediator for
High Performance Computer Systems to Achieve Energy-Effigient
Scalable Performance,” Collaborator Henry Neeman, Director o
OSCER at the University of Oklahoma, USA.

m CAPPLab earned top research designation (GPU Research
Center) by Nvidia in 2015.

CURRICULUM VITA
Henry J. Neeman, University of Oklahoma
Assistant Vice President. Information Technology - Research Strategy Advisor
Director, OU Supercomputing Center for Education & Research (OSCER)
Associate Professor, Gallogly College of Engineering
Adjunct Associate Professor, School of Computer Science
3200 Marshall Ave Suite 130, Norman OK 73019
405-325-5386, 405-325-5486 (fax), hneeman(gou.edu
http://hneeman.oscer.ou.edu/
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Asaduzzamanag€™s Computer Architecture and Parallel Program Laboratory (CAPPLak), WSU lah, ALL STORIES
has heen named a GPU {graphics processing unit) Research Center by NVIDIA, the world leader in :
visual computing.
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: partnership to advance

Wichita State lab earns top research . digital manufacturing
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“High Performance Computing, Machine Learning,

and Big Data Analytics for Common Good”

ELHYMNESITETNET

(doumo arigatou gozaimasu)

Contact: Abu Asaduzzaman (Zaman)
E-mail: Abu.Asaduzzaman@wichita.edu

Phone: +1-316-978-5261
https://www.wichita.edu/academics/engineering/eecs/faculty/Abu.php

Q/A: Discussion
fx+1/y=1andy+ 1/z=1, whatis xyz?
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